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Detection of bias errors in ETAAS
Determination of copper in beer and wine samples
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Abstract

A method that evidences changes in the shape of the absorbance profiles obtained by graphite furnace atomic absorption spectrometry (ETAA
is proposed. The method is based upon the apparent content curves model previously described for molecular spectroscopy and it permits t
detection of possible sources of bias errors. Moreover, a procedure that allows to detect the existence of constant and/or proportional errors is al
described. Both models has been applied to the determination of copper in wine and beer samples with and without pre-treatment of the sample
Results obtained evidence the usefulness of the proposed models.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction To determine copper in wines a lot of procedures based on
different analytical techniques have been described being atomic

Alcoholic beverages can contain several metallic elementspectroscopy (FAAS, ETAAS, ICHB] and electroanalytical
that come from raw materials, crop treatment or manufacturtechnique$2,4—6]the most widely proposed.
ing processes. These elements may be harmful and even lethal ICP-MS is a multielemental technique widely proposed for a
above certain concentration levels, and moreover, some of thetetailed characterization of the elemental composition of wines
can affects negatively the organoleptic characteristics and tH&—9]. However, to determine a single element, ETAAS con-
overall quality of a given produdtl]. Thus, determination of stitutes an excellent tool, which provides high selectivity, high
trace elements over this matrix is of clear interest. sensitivity and low detection limitgd 0-12].

Thereby, for very popular alcoholic beverages as wine or Proposed procedures do not imply the previous mineral-
beer, a great number of methods of determination of minoization of samples and so, digestion procedures are generally
and major elements has been developed. Described procedusviated. Samples are directly injected after the addition of
involve determination of toxic elements (Cd, Hg, Pb) or essentiatlilute HNO; and the use of matrix modifier is not recommended.
elements (Cu, Fe) that are prejudicial at high concentrations. Moreover, determination is carried out by the standard addition

Particularly, wines contain different amounts of copper asnethod[11].

a consequence of its addition for removing sulfidic off-odours. On the other hand, beer is manufactured from natural mate-

However, high concentration can cause oxidative spoilage of theals including water, barley and yeast, all of which are potential

wine leading to pinking of red wine and browning of white wine sources of copper. As the content of copper in beer can con-

as well as haze formatidg]. It is therefore recommended that tribute to the foaming quality and the flavour enhancenfiEsit

the total copper be below 0.3—-Qug/ml. the study of analytical procedures for determination of copper in
beer results of particular interest. In this case, similarly to wine
samples, the use of atomic spectroscfif8+18]and electroan-
alytical technique§l9] have been generally proposed.

* Corresponding author. Tel.: +34 963544497; fax: +34 963544436. Using ato_mic spectrosc_o_pic_techniques, most of_desgribed
E-mail address: maria.j.llobat@uv.es (M. Llobat-Estés). procedures include degasification and a previous digestion of
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samples by dry ashing or acid treatment with H\Ndd O,  This characterizing is a topic of general interest, as show by

often in a microwave ovefi4,16,17]. the extensive bibliography in the matf@9-34], because the
However, several studies indicate that determination of copeharacterization of atomisation profiles can be useful to detect

per by ETAAS can be carried out without a previous digestiorthe presence in the sample of substances which modify the shape

of samples. In this way, Svendsen and Lyhd] propose the and position of the atomisation peak.

previous dilution of samples with the aim to avoid the poorrepro- Moreover, results obtained from characterizing the atomisa-

ducibility obtained as a consequence of the remaining ash lay¢ion profiles by this model can be confirmed applying a new

formed in the graphite tube when undiluted beer are injectednodel, which allows for the detection of bias errors in spec-

The results obtained are in agreement with those obtained aft&oscopic technique85]. This model involves signals obtained

acid mineralization of samples. for different dilutions of the samples and permits to establish the
Moreover, Vias et al.[18] describe a procedure, which existence of constant or proportional bias errors.

avoids the previous digestion of samples for the determination Application of these models to results obtained after the two

of cadmium, aluminium and copper in beer by ETAAS. Samplesample treatments under study (direct injection and acid treat-

were prepared by adding nitric acid and hydrogen peroxide thahent of the samples in a microwave oven) permit to establish

provide an oxidizing environment during atomisation avoidingthe suitable pre-treatment in each case.

accumulation of carbonaceous residues and then, the obtain-

ing of high background values. Moreover, for determination .

of copper the use of ammonium nitrate as matrix modifier ig> 1heoretical part

not necessary. Samples are also analysed by a procedure which o .

includes an acid digestion in a microwave oven and the authorg /- Characterization of atomising profiles

conclude that no significant difference between results obtained ) , L

by using the two sample treatment. _ To obt_aln the'?-va_lues corresponding to an atom_lsatlon pro-
In this work, determination of copper in wine and beer sam-f'le’ the signals obtalned fort_he sample ar_1d a_soIL_Jtlon of analyte

ples by ETAAS and using both directinjection and acid treatmen?_f known concentration at different atomisation times are con-

of samples in a microwave oven is carried out. In all cases th&dered and™-values are calculated as:

atomisation profiles are studied and the characterization curves (AS)

based into the apparent content curves model (ACCs) obtained;, = fi Q)

The apparent content curves were described in 1992 for (A7),
molecular spectroscof20] and they are based on the repre- )
sentation of the parametey;, versusk.;: where (£), and (&), are the absorbance signals;afor the
sample and standard, respectively.
()5, Moreover, if the standard addition method is used, ke
A = (@A), values can be obtained as follows:
: (49),
where (9;, and (oa),, are the values of the signal and the coef- , — i (2)

ficient of response (slope of the calibration graph) of the analyte ' (AS+P)n
atx;, respectively.

These curves allow to ascertain the presence of spectral intéthere (£1P), is the absorbance signal provided by a spiked
ferences in a sample since, in the absence of interferences, thd@mple (solution of sample with a known amount of analyte
ACCs are straight lines with zero slope, being the intercept th@dded) at;.
concentration of the analyte in the sample. Particularly, these These signals can be expressed as follows:
curves indicate if spectra of samples and standards are propor-

tional and so, they show the existence of spectral interferencdd®), = Ca(fR),, + & )
that modify the shape and/or position of the spectrum of a given
analyte. (AS*F), = CRUR), + CRUR), T+ & (4)

From this model, several strategies which allow the identi-

fication of interferences and the quantification of an analyte iRyhere (JE){- and ( Iﬁ)t- are the coefficients of response of the
binary[20,21], ternary{22] and multicomponent23] samples analyte, at each timé, in the sample and standafdand C¥

have been developed and applied to different types of Samplqﬁeir respective concentration aha signal independent of the

[24-28]. . . .__.._concentration of the analyte which, moreover, can be dependent
The adaptation of the model to atomic spectroscopy |mplle%r independent of amount of the matrix

the thammg of curves S|_mllqr tha_m AC_:Cs from the_atom|sat|on Considering Eqg(3) and (4), the expression for tifevalues

profiles of samples considering, in this case, the time of atomr'esuItS'

isation as independent variable. These curves are designed as

charac;te'rlz.atlt')n curves. ' Cx( fE)fi + &
As it is indicated in the theoretical part, these curves canfy, = —s—s 5P

constitute a good tool for characterizing atomisation profiles. CA(fA)li + CA(fA)fi +8&

()
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If we consider that signals obtained are only dependent of thas reference. From these values the curves for each aqueous

presence of the analyte €0), above expression remains: solution are obtained.
cS(S) These curves must be straight lines with zero slope and inter-
(F), = AUR), (6) cept equal_ to the ratio between the concentration of analyte in
" CR(R), + CR(D), each solution and the concentration of analyte in the reference

solution. Once obtained, each curve is normalized calculating

Moreover, it the F]! values as follows:
(fR), = K(fR), 7 .
ti
the F;, acquire a constant value independent; since: tn - F
(F), = KCE — constant ®) where F;, represents each one of tlievalues of a curve and
"TKCR+CR fend

_ o . F = (1in)) F,.
In conclusion,F;, = f(;) (characterization curves) will be p

. . . . . app
a straight line with zero slope if signals are only dependent of - Finally, for each time, the standard deviation of fijevalues

the amount of the analyte in the samples, and moreover, th&re obtained and the confidence bands establishét"#¥'+
coefficient of response for the analyte in samples and standargg, where FM®@"is the average of" ands;, is their standard
be identical or proportional. deviation. [

2.2. Pattern curves . .
2.4. Detection of bias errors

The lack of precision of the experimental points allows to S ] ) )
obtain curves which do not fit to the theoretical prediction ~AS it is indicated above, spectroscopic techniques provide

(straight lines with zero slope). For testing if a experimentaISignals which, in presence of different sources of error, can be

curve indicates that both atomisation profiles (sample and spikegiPressed as follows:
sample) can be considered identical, the obtaining of a patterRS _ 5S¢ )
curve for the analyte is proposed. —JATA

This pattern curve is established from the experimental curves S . -
obtained from a series {nl) of different standard solutions of whereA~is the absorbance signal of samp §,the coefficient

analyte (considering one of them as reference). As itis indicateaf response of the analyte in the sampﬂé,the analyte concen-

above, each one of thecurves obtained will be affected by the ration ancE_a signal |_ndependenF O.f the a_mount ofanalyte in the
- . i, sample which constitutes the origin of bias errors. These errors
lack of precision of the experimental conditions, and therefore

it is not possible obtaim identical straight lines. From these €an be of various types: if they vary with the amount of sample,

. . : . .~ they are called proportional errors, but if they do not change
curves, a mean curve with their confidence levels is obtained . .
. with the amount of sample, they are denominated constant
and considered as pattern curve.

In this way, if theF;, = f(#) of the sample under study fits errIonrstﬁis way, previous expression can be written as follows:
within the confidence bands of the pattern curve, it can be con- Y. P P '
sidered that the atomisation profiles of both standard and sampllgs _

S-S
; (& K+v 10
are proportional. JRCR+ K+ (10)

whereK andy are the origin of constant and proportional errors,
2.3. Obtaining the pattern curve respectively.
If we prepare different dilutions (i) of the sample, Eds

Firstly, aqueous solutions containing different amounts Ofindependent of dilution whereak is dependent of it, to each
analyte are prepared and their atomisation profiles registered. i tion we will have:

Next, the time interval of the profiles is worked out calculat-
ing the time at which the peak appeaggf and the time when (AS)i = (fAS)iCEi + K4+l (11)
the transitory signal disappearg+g. For this tappis considered
as the one corresponding to an absorbance signal equal to four Therefore, dividing by the slope of the calibration curve

times the deviation of blank S&nk) and Similarly, the final time obtained for each dilution @l and by the dilution factor (l),
(teng correspond to the same absorbance value after the pea,I:(q_ (11) remains:
Moreover, the deviation of the baselingg$) is obtained from
the background noise bearing the maximum signal variation aEAS)i .
times far from the peak and considering that this value corre — = C,E + (K +v¥") :
sponds to 5§ank (fR)i (fR)i
Taking one of the profiles as reference, the valuegpf , , ,
are calculated as the ratio between the signal of each solution And, for which, if we represent (3'/(£3)'i versus 1/()'i
at +; and the signal at the same time for the solution takerwe can obtain:

(12)



(a) A straight line with zero slope and interccélﬁ if K=0and

v =0.

(b) A straight line with a slope different to zero and intercept

C3 if K#0and¥=0.

(c) Not straight line ifK =0 andy¥ # 0.
(d) Not straight line ifK £ 0 and¥ # 0.

In conclusion, only in the absence of bias errors, proportion
or constant, a straight line with zero slope is obtained. Moreov
the intercept of this line must coincide with the concentration o
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3.2. Procedures
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For the mineralization of samples, an aliquot of degassed

sample (20, 15 or 10ml) and 3 ml of concentrate nitric acid

were placed into a Teflon vessel. The vessels were closed and
a three-step programme was set, each step at 40% power for
2min. The reactors were opened, and in a second stage 2 ml of

ap0% HO2 was added. The setting was 40% power for 3 min.
e \fter cooling at room temperature, the vessels were opened and
ﬁhe solutions filtered if was necessary, finally solutions were

analyte in the sample once applied the corresponding factor 6fansferred to a 25-ml volumetric flask and diluted to volume

dilution.

3. Experimental

3.1. Apparatus and reagents

All data were obtained on a Perkin-Elmer 4100 ZL atomic

with Nanopure water.

4. Results and discussion

4.1. Pattern curve of Cu

Different standard solutions with different amounts of Cu up

absorption spectrometer. In all experiments, THGA Perkinto 200u.g/L are prepared in HN§0.2%. The atomisation pro-
Elmer graphite tubes (BO 504033 (BO 508884)) were used. files under the two instrumental conditions previously indicated
Instrumental conditions and the optimised temperature proare obtained and, considering one of these profiles as refer-
ence, the different characterization curves are calculated. From
A microwave oven, Samsung M182DN, is also used for thehese curves two pattern curves of Cu (corresponding to the two
programs of temperature proposed) are obtained following the
Stock solution of Cu of 1000 mg/l was prepared by dissolveprocedure indicated in Secti@

grams of the furnace are summarizedable 1.

sample treatment.

1 g of Cu metal in 50 ml of HN@5 M and dilution to 1000 ml
with Nanopure water (Barnstead).
Nitric acid utilized was Suprapur (Merck).

Fig. 1shows the pattern curve of Cu for the two programs of

temperature used for the determination of copper in wine and
beer samples, respectively.

Table 1

Experimental conditions

Step Temperature®C) Ramp time Time

Program temperatures for beer samples
1 1103 1 20
2 13¢2 5 30
3 1150 10 5
4 1200 1 5
5 2100 0 5
6 2400 1 5
Background correction Zeeman effect
Matrix modifier (only for direct injection) 10pl of HNO3 0.2%
Injection volume of sample 10wl
Wavelength 324.8nm
Slit 0.7nm

Program temperatures for wine samples
1 11 1 10
2 1307 5 15
3 750 10 5
4 800 10 4
5 210C¢ 0 5
6 2450 1 5

Background correction

Matrix modifier (only for direct injection)
Injection volume of sample

Wavelength

Slit

Zeeman effect
10wl of HNO3 0.2%
10wl

324.8nm

0.7nm

2 Dry temperature.

b Pyrolisis temperature.

¢ Atomization temperature.
d Cleaning temperature.
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Fig. 1. Apparentcontent curve pattern obtained from aqueous standard solutions
of copper by using both temperature programs. ;2" (---) F, ™"+ s,,.

4.2. Curves for samples of wine and beer

The curves of the samples are obtained from Ahealues
calculated as follows:

(49),

Fp = ——5—
t (AS+P)I,'

where (AS),i is the signal at; of a solution of the sample and
(ASJFP),[ is the signal of a solution of the sample containing an
added amount of copper of e@/L (spiked sample).

Next, the values ofF; are normalized as it is indi-
cated in Sectiorn?2. Finally, considering three replicates of
each sample, the curves are obtained from R;li'?—?a”i St
values.
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Beer sample

1,4 1,6

t(s)

1,2

Red wine sample

2,2

1 :a
t(s)

Fig. 2. Apparent content curves obtained by direct injection for different studied
matrix: Pattern curve#§ ) F, ™"+ s, ; Sample curve:=") F®E s,

4.3. Determination of Cu in wines: detection of bias errors

To be able to guarantee the quality of the results, the method-

ology previously described is applied. In this way, the following

Fig. 2 shows the curves obtained by direct injection for €xperimental procedure is proposed:

samples of beer, white wine and red wine superimposed

with the corresponding pattern curve. As can be seen, th€l) Perform different dilutions of the sample.
curve corresponding to white wine is into the confidence(2) Obtain for each dilution an addition standard calibration

interval of the pattern curve whereas, for red wine and
beer samples the curves are clearly different of the pattern
curve.

graph using signals of samples and spiked samples for each
dilution and calculate the concentration of analyte in each
dilution by the standard addition method.

From these results, it can be deduced that the determinatid@) Obtain the graphic corresponding to EtR)
of Cu in wine and beer by ETAAS and direct injection can pro-(4) Analyse the representation obtained and, in the case of get-

vide inaccurate results. Then, direct injection for wine and beer
samples cannot be advised.

On the other hand, the atomisation profiles and characteriza-
tion curves obtained after pre-treatment of samples with EINO
and HO, in a microwave oven (SectioB) are also obtained
(Fig. 3). In this case, curves obtained overlap with the pattern

ting a straight line, compare the value of the intercept with
the average concentration obtained from the application of
the standard addition method to the different dilutions. If the
results coincide, it can be concluded that the determination
is free of bias errors.

curve and so, we can be concluded that the profiles of samples This procedure was applied to 10 samples of wine as follows:

and spiked samples for wine and beer samples are not signifi-
cantly different.

For each sample, the intercept of the ER) and the mean

concentration provided by the addition standard method are
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Beer sample calculated36] and:
(Bo — bo)? + 2x(Bo — bo)(B1 — b1)+ (> (x2/n))(B1 — b1)?
252In

whereBp andbg are the theoretical and experimental values of
the interceptps1 andb; the theoretical and experimental values
of the slopep the number of experimental poingsversusx;,

F=

0 : . ; ; ; ; x the mean value obtained from-values ands? the residual
0,8 1 1,2 1,4 1,6 1,8 2 variance.
t(s) This “F’-value is compared with thé&-distribution with 2
. andn — 2 degrees of freedom at the chosen significance level
2 Redwins Sample and the results obtained indicate that the intercept and the slope

of the straight line are significantly different (Fig. 4). So, the
determination of copper in wine samples by ETAAS and direct
injection do not provide accurate results. This conclusion is in
agreement with the results obtained from the representation of
the characterization curves.

This methodology has also applied to results obtained after
pre-treatment of samples in a microwave oven. In this case, inter-
t(s) cepts and mean values coincide and it can be concluded that
results obtained from ETAAS after pre-treatment of samples are
accurate.

Moreover, as it was above indicated, if the representation
of Eq. (12) is a straight line with a slope different to zero, the
intercept coincides witla . In this way, the values of intercepts
are compared with the mean values obtained after pre-treatment
of samples (considered as true values). As it can be seen (Fig. 4),
results are not significantly different for all samples.

White wine sample

t(s) 4.4. Determination of Cu in beer: detection of bias errors

Fig. 3. Apparentcontent curves obtained after pre-treatment for different studied

- As the atomisation profiles of Cu in beer samples an ike
matrix: Pattern curve#§ ) F"*3"+ s,.; Sample curve™== ) F"**"+ s, sthea sation pro c b ples and spiked

samples by directinjection do not coincide, we expectthat results
obtained are inaccurate.

In this way, the same methodology applied to wine samples
is developed and the results obtained are showalite 3. In all
obtained (Table 2). These values must coincide if the slope ofases, appreciable differences between the mean concentration
the Eq.(12) is zero and so, for testing statistically the resultsand the intercept are obtained (Fig. 4). So, determination of Cu
obtained, the representation of the intercept values versus tlie beer by direct injection is not possible.
mean concentration values is obtained. Then, the joint con- However, results obtained after the proposed pre-treatment of
fidence region for slope and intercept of the straight line issamples indicate that the slope of the representation of the Eq.

Table 2
Results obtained for Cu in wine samples
Sample Direct injection Pretreatment

Intercept (.g/l) Mean concentration (ug/l) Intercept (no/l) Mean concentration (ug/l)
Red wine garnacha Baron de Turis (D.O. &fatia) 84 83+ 4 92 100+ 40
Red wine L'Antigon (D.O. Vaéncia) 159 180+ 20 153 160+ 10
Red wine Via Lucentum (D.O. Alacant) 41 43+ 9 5 H+5
Red wine Vinyes Roges (D.O. Catalunya) 62 53+8 3 50 + 10
Red wine Castillo de Liria (D.O. Vahcia) 49 51+ 6 42 2+ 11
White wine Baron de Turis (D.O. Vahcia) 83 95+ 15 101 90 + 10
White wine L'Antigon (D.O. Vaéncia) 293 330+ 30 346 330+ 70
White wine Vega Cristina (D.O.La Mancha) 161 150+ 10 166 150+ 20
White wine Vifia Titon (D.O. Campo de Borja) 70 80 + 20 86 80+ 20
White wine Castillo de Liria (D.O. Vancia) 27 32+ 4 4 0 +8

@ Value obtained as mean of three dilutions of each sample.
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Direct injection of wine samples Wine samples (Microwave pretreatment)

350 4 350
« 3001 . 300
2 2501 y=1.1156x-50033 T 250 y = 0.9457x + 2.8174
§ 200 A R?=0.98 g 200 R2=0.99
+ 150 = 150
& 100 4 F calculated =4.78 = 100 E:a:“:l:l:d ;2;‘664
50 4 F tabulated =4.,46 50 -
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350 400
Mean value Mean value
Intercept of direct injection vs mean value of Microwave
pretreatment for wine samples
350
= 300
o
@' 250 y = 1.1024x - 5.8391
= 200 2
[ R?=0.98
e 150
- 100 F calculated =2,33
50 Fiabulated =4.46
0 50 100 150 200 250 300 350
Mean value
Direct injection of beer samples Beer samples (Microwave pretreatment)
80 - 80 -
70 70 |
'g 60 - ‘% 60 4
o %01 y = 0.5638x +21.485 o 50 ¥ =08673x 18128
g2 R? 8 0 R? = 0.97
£ 30 1 =098 £ 30
204 ¢ F calculated =36.9 20 - F catcutated =9.9
10 4 Ftabulated =19 10 A Frabuiates =19
0 T : T T 1 ¢} T T T T |
0 20 40 60 80 100 0 20 40 60 80 100
Mean value Mean value
Fig. 4. Statistical study of results for a confidence level of 95%.
Table 3
Results obtained for Cu in beer samples
Sample Direct injection Pretreatment
Intercept (no/l) Mean concentration (p.g/l) Intercept Mean concentration
Amstel Aguila 27 40+ 10 54 48+ 7
German malt dark beer (Steinburg) 22 35+8 53 50 + 10
German malt beer type bock (Steinburg) 88 70+ 12 78 72+5
German wheat thick beer (Steinburg) 5 21+ 15 67 64 + 12

(12)is statistically equal to zero and then, it can be conclude that4] M.A. Baldo, C. Bragato, S. Daniel, Analyst 122 (1997) 1-5.
determination of copper in beer after the proposed pre-treatmenib] A-M. Green, A.C. Clark, G.R. Scollary, Fresenius J. Anal. Chem. 358

is free of bias errors. (1997) 711-717. ,
[6] P. Ostapczuk, H.R. Eschnauer, G.R. Scollary, Fresenius J. Anal. Chem.

358 (1997) 723-727.
[7] C.M.R. Almeida, M.T.S.D. Vasconcelos, M. Barbaste, B. Medina, Anal.
Bioanal. Chem. 374 (2) (2002) 314-322.
[8] C.M.R. Almeida, M.T.S.D. Vasconcelos, Anal. Chim. Acta 463 (2002)
165-175.
[9] M.M. Castifieira, R. Brandt, A. von-Bohlen, Fresenius J. Anal. Chem.
370 (5) (2001) 553-558.
[10] J.S. Bian, F. Shan, Y.Q. Li, Guangpuxue Yu Guangpu Fenxi 20 (3)
(2000) 381-384.
[1] E.A. Hernandez-Caraballo, R.M. Avila-Gomez, T. Capote, F. Rivas, A.G.[11] A. Escobal, C. Iriondo, C. Laborra, E. Ulibarrena, At. Spectrosc. 16 (4)
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